# Summary Report (09/18/2014)

## Overview

In this week, I have done the following things:

* Analysis of TA’s summary
  + Word Frequency
  + POS
  + Phrase

## Analysis of TA’s summary

One key step to get a good summary is to see what a “good” summary is. In our case, I am going to see what the TA’s summary looks like, including

* Length Distribution (done, see the 07-17-2014 report)
* Word Distribution
* POS Distribution
* Phrase Type

### Word Frequency

Hypothesis: Topic-related words in the TA’s summary are not shared among weeks. It is because the students’ responses are based on the lectures and their topics are different.

#### Top 20 frequent words:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| POI | | MP | | LP | |
| of | 19 | of | 19 | activities | 14 |
| and | 14 | and | 15 | group | 12 |
| the | 12 | the | 12 | the | 10 |
| materials | 8 | what | 8 | and | 9 |
| on | 7 | how | 8 | to | 6 |
| how | 6 | activity | 7 | graphs | 6 |
| to | 5 | properties | 7 | are | 5 |
| properties | 5 | & | 7 | class | 5 |
| & | 5 | on | 6 | help | 4 |
| 3 | 4 | grain | 6 | examples | 4 |
| activity | 4 | unit | 6 | pictures | 4 |
| s | 4 | to | 6 | visuals | 3 |
| their | 4 | in | 6 | on | 3 |
| examples | 4 | cw | 5 | of | 3 |
| metal | 4 | between | 5 | they | 3 |
| different | 4 | types | 5 | helps | 3 |
| phase | 4 | % | 5 | hw | 3 |
| a | 4 | for | 4 | board | 3 |
| real | 3 | cell | 4 | more | 3 |

#### Observations:

* The most common shared words between different weeks are functional words like “of, the, and, on, to”, etc. However, there are some terms that appears among different weeks, such as “activities” for LP and MP, “properties” for POI. It means that students did give similar answers for different weeks.
* The TA uses simple forms:
  + CW -> Cold working (a domain phrase)
  + HW -> Homework
  + & -> and
* “and” is commonly used. It means that many of the summary involves parallel phrases.
  + Differents bonds **and** their effect
  + Pictures, diagram **and** examples
  + Atomic Packing Factor **and** relation between a**&**r

#### Similarity among POI, MP, LP (The first time to see how different among the three topics)

Form the “Top 20 frequent words” table, I found POI and MP are more similar with each other compared to LP. Thus, I’d like to see how similar among them using the JSD metric. I used the distribution of the unigrams among the TA’s summary.

Jensen–Shannon divergence (JSD)

![{\rm JSD}(P \parallel Q)= \frac{1}{2}D(P \parallel M)+\frac{1}{2}D(Q \parallel M)](data:image/png;base64,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)

Where,
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![D_{\mathrm{KL}}(P\|Q) = \sum_i \ln\left(\frac{P(i)}{Q(i)}\right) P(i).\!](data:image/png;base64,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)
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#### Results:

The smaller the value, the more similar between them. ‘0’ means “the same”.

|  |  |  |  |
| --- | --- | --- | --- |
|  | POI | MP | LP |
| POI | 0 | 0.345 | 0.500 |
| MP | 0.345 | 0 | 0.474 |
| LP | 0.500 | 0.474 | 0 |

#### Observations:

* POI and MP are indeed more similar than POI to LP, MP to LP

### POS

#### Single POS Distribution

* X is the POS tag, the top three
  + NN -> Noun, singular or mass
  + NNS -> Noun, plural
  + IN -> Preposition or subordinating conjunction

The complete POS tag can be found at

<https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html>

Here are the detail numbers.

|  |  |  |  |
| --- | --- | --- | --- |
| pos | POI | MP | LP |
| NN | 128 | 151 | 46 |
| NNS | 48 | 49 | 42 |
| IN | 39 | 47 | 21 |
| JJ | 27 | 38 | 23 |
| NNP | 14 | 33 | 11 |
| CC | 21 | 23 | 11 |
| , | 14 | 30 | 7 |
| VBG | 12 | 12 | 23 |
| DT | 18 | 16 | 13 |
| -LRB- | 9 | 10 | 6 |
| -RRB- | 9 | 10 | 6 |
| : | 10 | 8 | 6 |
| PRP | 10 | 7 | 6 |
| VBZ | 7 | 10 | 5 |
| VBP | 1 | 9 | 9 |

#### Observations:

* Although the lexicon distributions are very different between POI, MP and LP, the Part-of-Speech distributions are similar with each other.
* The noun words are popular (NN, NNS, NNP). It shed a light that why the NP-based method works well.
* The Adjective words (JJ, JJS) are common, too. However, they are not as popular as noun. It can explain why the Adjective-Noun Phrases method are not better than just the NP phrases.
* The “CC” is common. “and”, “or”, “&” will be tagged as “CC”, which is confirmed by the lexicon unigram distribution.

#### Bigram-POS and Trigram-POS

Unigram-POS (single POS) doesn’t give a sense what’s the structure of a TA’s summary. Thus, I decide to extend it to Bigram-POS, Trigram-POS

#### Most frequent Bigram-POS

|  |  |  |  |
| --- | --- | --- | --- |
| pos | POI | MP | LP |
| NN NN | 26 | 37 | 6 |
| JJ NN | 17 | 25 | 10 |
| NN IN | 19 | 16 | 5 |
| IN NN | 15 | 18 | 0 |
| NNS IN | 11 | 20 | 2 |
| NN NNS | 10 | 8 | 10 |
| DT NN | 13 | 7 | 7 |
| NN CC | 10 | 11 | 2 |
| NN , | 7 | 14 | 2 |
| IN NNS | 9 | 11 | 2 |

#### Most frequent Trigram-POS

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| pos | POI | MP | LP | example |
| NNS IN NN | 4 | 9 | 0 | examples of defect |
| IN DT NN | 4 | 3 | 5 | in the nature |
| IN NN NN | 3 | 9 | 0 | within unit cell |
| NNS IN NNS | 4 | 7 | 0 | impurities on materials |
| NN IN NN | 6 | 5 | 0 | ffect of defect |
| NN CC NN | 5 | 4 | 0 | Stress or deformation |
| NN , NN | 2 | 7 | 0 | toughness , stiffness |
| DT JJ NN | 2 | 4 | 3 | The real world |
| NN NN NN | 2 | 7 | 0 | Unit cell direction |
| NN IN DT | 3 | 2 | 3 | beginning of the |
| NN IN NNS | 4 | 3 | 1 | direction on materials |

Coverage of the Top 10 frequent Trigram-POS

|  |  |  |  |
| --- | --- | --- | --- |
|  | POI | MP | LP |
| top1 | 1.22% | 2.23% | 0.00% |
| top2 | 2.45% | 2.98% | 2.75% |
| top3 | 3.36% | 5.21% | 2.75% |
| top4 | 4.59% | 6.95% | 2.75% |
| top5 | 6.42% | 8.19% | 2.75% |
| top6 | 7.95% | 9.18% | 2.75% |
| top7 | 8.56% | 10.92% | 2.75% |
| top8 | 9.17% | 11.91% | 4.40% |
| top9 | 9.79% | 13.65% | 4.40% |
| top10 | 10.70% | 14.14% | 6.04% |

#### Observations:

* According to the distribution of trigram-POS, there is no typical pattern for the phrases. The most common patterns are “NNS IN NN” and “IN NN NN”. However, the coverage for the top 10 frequency trigram patterns are pretty low.

### Phrase-Level

I think the POS is still at a low level so that it has similar sparsity problem as the lexicon. Therefore, I moved to phrase level to see whether there are common pattern among the summaries.

I used the chunk-based phrase extraction. Take the following sentence as an example,
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CHUNK

It has 5 phrases: NP (the class structure), PP (regarding), NP(assignments), VP(was), ADJP(unclear)

#### Single Phrase Distribution

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| phrase | POI | MP | LP | example |
| NP | 147 | 170 | 76 | Interactive class |
| PP | 43 | 48 | 23 | on |
| VP | 26 | 36 | 39 | is |
| ADVP | 6 | 13 | 4 | Visually |
| ADJP | 7 | 4 | 7 | good |
| SBAR | 0 | 1 | 2 | if |
| PRT | 0 | 1 | 0 | out |

#### Bigram- Phrase

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| phrase | POI | MP | LP | example |
| PP NP | 41 | 48 | 21 | on graphs |
| NP PP | 36 | 41 | 13 | more explanation on |
| NP NP | 39 | 39 | 5 | more applications real life examples |
| NP VP | 22 | 22 | 25 | Interactive class is |
| VP NP | 16 | 26 | 16 | Need more explanation |
| VP PP | 3 | 5 | 7 | learning from |
| NP ADVP | 5 | 7 | 2 | myself then |
| ADVP NP | 4 | 7 | 0 | Why the strengthening |
| VP ADJP | 4 | 1 | 5 | is good |
| ADVP VP | 1 | 6 | 0 | exactly are |
| NP ADJP | 2 | 3 | 0 | they foremd |
| ADJP PP | 3 | 1 | 1 | very helpful Including |
| PP VP | 2 | 0 | 2 | including explaining |
| ADJP VP | 0 | 2 | 2 | Negative seeing |
| SBAR NP | 0 | 1 | 2 | if they |
| ADVP PP | 1 | 0 | 2 | then within |
| VP VP | 0 | 1 | 1 | turning to see |
| VP ADVP | 0 | 1 | 1 | Reading ahead |
| ADJP NP | 0 | 0 | 1 | Negative Bad Class environment |
| PRT VP | 0 | 1 | 0 | out was |
| ADJP SBAR | 0 | 0 | 1 | helpful if |
| VP SBAR | 0 | 0 | 1 | help if |
| NP PRT | 0 | 1 | 0 | Print out |
| NP SBAR | 0 | 1 | 0 | the graphs if |

#### Trigram-Phrase

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| phrase | POI | MP | LP | example |
| NP PP NP | 34 | 41 | 11 | more explanation on graphs |
| NP VP NP | 13 | 16 | 8 | HW preview problem redoing it |
| NP NP NP | 15 | 17 | 0 | grain size recrystallization properties |
| PP NP NP | 9 | 12 | 2 | from classmates TAs |
| PP NP PP | 9 | 9 | 3 | like the preview problem of |
| VP PP NP | 3 | 5 | 7 | learning from classmates |
| VP NP PP | 4 | 4 | 5 | Need more explanation on |
| NP NP PP | 4 | 7 | 1 | the white board noises from |
| PP NP VP | 5 | 4 | 3 | to Tucson example helped |
| VP NP VP | 4 | 2 | 5 | are explained they are well labled |
| NP VP PP | 2 | 4 | 4 | others learning from |
| NP NP VP | 4 | 5 | 1 | Graphs pictures help |
| NP VP ADJP | 4 | 0 | 5 | Interactive class is good |
| VP NP NP | 2 | 4 | 2 | Seeing more applications real life examples |
| NP ADVP NP | 4 | 4 | 0 | its graphs why ductility |
| ADVP NP VP | 3 | 5 | 0 | Why the strengthening occurs based |
| VP NP ADVP | 1 | 4 | 1 | doing it first |
| ADVP VP NP | 1 | 5 | 0 | exactly are what |

#### Summary Level

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| phrase | POI | MP | LP | example |
| NP | 9 | 14 | 13 | Group activities |
| NP PP NP | 4 | 9 | 1 | Teaching to others |
| NP PP NP PP NP | 4 | 4 | 1 | Don 't like the preview problem of the HW |
| NP VP | 1 | 0 | 4 | Test review helped |
| NP VP NP | 1 | 2 | 2 | Visuals help pictures and graphs |
| NP NP | 4 | 0 | 0 | Cyclotron uranium info |
| NP PP NP NP | 1 | 2 | 0 | Labling phase regions of phase diagram Activity |
| NP PP NP VP NP | 1 | 1 | 0 | Different types of diffusion related processing distinguishing them |
| NP VP NP PP NP | 1 | 0 | 1 | HW preview problem redoing it at the class |
| VP NP | 0 | 2 | 0 | Interpreting the phase diagram graph |
| VP NP PP NP | 0 | 0 | 2 | Need more explanation on graphs |
| NP NP PP NP | 2 | 0 | 0 | The real world examples disasters relation to materials |
| NP PP NP PP NP NP | 2 | 0 | 0 | Differentprocesses of difusion like gear 's case hardening |
| VP PP NP | 0 | 0 | 2 | Listening to teacher |
| NP VP ADJP | 0 | 0 | 2 | Interactive class is good |

NP coverage at summary level: (the ratio of summary is NP compared to all types of summary)

|  |  |  |
| --- | --- | --- |
| POI | MP | LP |
| 18.00% | 23.73% | 30.23% |

#### Observations:

* For this data set, Phrase is definite the right Level
  + 64.2%, 62.3% and 50.3% of the summary is NP, for POI, MP, LP respectively.
  + 57.9% trigram phrases are “NP PP NP”, “NP VP NP”, “NP NP NP”, “PP NP NP”, “PP NP PP”

## Phrase Clustering

One of the key challenge of summarization is to remove duplication.

### K-Means

K-Means is the most popular clustering method and has been used in summarization [1, 2, 3].

Definition:

Given a set of observations (**x**1, **x**2, …, **x***n*), where each observation is a *d*-dimensional real vector, *k*-means clustering aims to partition the *n* observations into *k* (≤ *n*) sets **S** = {*S*1, *S*2, …, *Sk*} so as to minimize the within-cluster sum of squares (WCSS). In other words, its objective is to find:

![\underset{\mathbf{S}} {\operatorname{arg\,min}}  \sum_{i=1}^{k} \sum_{\mathbf x_j \in S_i} \left\| \mathbf x_j - \boldsymbol\mu_i \right\|^2 ](data:image/png;base64,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)

where ***μ****i* is the mean of points in *Si*.

### Phrase vector

The key for K-Means is the representation of observations. In this case, we need a *d*-dimensional real vector to represent the phrase. I used the word vector. However, instead of using the word itself, I used stemmed word, which shows a better performance in than Soft-NP model than the raw form.

### Clustering Results

I used the python toolkit [Biopython](http://biopython.org/wiki/Main_Page) to implement the K-Means. The distance metric is the default one: Euclidean distance.

The NP extraction is still based on chunk. (I will try syntax one later)

Examples:

For Week1, Muddiest Point

TA’s summary:’

1) Grading process [14]

2) Homework assignments [5]

3) Differences between types of bonding

K=10

|  |  |  |
| --- | --- | --- |
| cluster id | NPs | count |
| 0 | an opportunity, an intro | 2 |
| 1 | a bike " activity, diagram and descriptions, what homework | 3 |
| 2 | a few years, a shape, a bit, a little, a 3d shape, a method | 6 |
| 3 | it, itself, all, need, chem, 't, what, discussion, bonds, those topics, mud, everything, none, today, more, we, no part, that, students, all exercises, extrusion and wire, material, nothing, difference, class, types, chapter, kind, i, bonding, materials, about polymers and bonding, definitions, drawing | 34 |
| 4 | last semester, hw assignments, hw, assignments | 4 |
| 5 | the way, the expectation, the anonymous numbers, the homework, the point, the activity, the use, the sounds, the subject, the class structure, the normalized score, the class, the properties | 13 |
| 6 | molten tin, system, equal fairness, " parts | 4 |
| 7 | the grading system, the grading process, the grading scale, the grading, grading scale | 5 |
| 8 | how normalized grades, grading, grade normalizing | 3 |
| 9 | the test scores, the tests questions, the material, the pre- test, the different material types, the molten tin | 6 |

K=5

|  |  |  |
| --- | --- | --- |
| cluster id | NPs | count |
| 0 | it, 't, an opportunity, last semester, an intro, none, today, more, students | 9 |
| 1 | itself, need, chem, discussion, bonds, hw assignments, equal fairness, we, hw, difference, kind, bonding, " parts, assignments, about polymers and bonding | 15 |
| 2 | a bike " activity, a few years, a shape, a bit, a little, a 3d shape, a method | 7 |
| 3 | molten tin, diagram and descriptions, how normalized grades, all, what, grading, system, those topics, mud, everything, no part, that, all exercises, extrusion and wire, material, nothing, class, types, chapter, grade normalizing, i, grading scale, materials, what homework, definitions, drawing | 26 |
| 4 | the grading system, the test scores, the way, the expectation, the tests questions, the material, the anonymous numbers, the grading process, the pre- test, the homework, the grading scale, the point, the activity, the use, the grading, the sounds, the subject, the different material types, the molten tin, the class structure, the normalized score, the class, the properties | 23 |

#### Observations:

* The problem with clustering algorithm is how to set the K.
  + With K=10, the 3 summaries given by the TA are correctly grouped together, even though they are noisy
  + With K=5, the “assignment” and “bond” merged into one

## Duplication Removing based on clustering

* Rule 1: Select only one phrase from one cluster
* Rule 2: The order of the phrases in one cluster is determined by their Soft-frequency
* ? Rule 3 (not considered): The order of the cluster is determined by the number of phrases in the cluster. (It is not perfect because it doesn’t consider the frequency of the phrases in the cluster.)

## Summarization based Phrase Clustering

### Results

K = 10 is used in the K-Means

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | POI | | | MP | | | LP | | |
|  | R1 | R2 | R-SU4 | R1 | R2 | R-SU4 | R1 | R2 | R-SU4 |
| Unigram | 35.22% | 1.72% | 9.19% | 34.61% | 1.95% | 8.71% | 23.55% | 0.89% | 4.22% |
| TopicS-nostemming | 30.42% | 1.18% | 7.36% | 33.81% | 0.72% | 8.74% | 17.87% | 0.37% | 2.66% |
| TopicS-stemming | 29.98% | 0.92% | 7.04% | 30.91% | 0.27% | 7.16% | 19.14% | 0.37% | 2.88% |
| NP-Hard | 26.98% | 4.30% | 5.85% | 27.75% | 5.77% | 6.44% | 18.11% | 0.16% | 2.67% |
| NP-Soft | 35.83% | 8.74% | 9.95% | 34.11% | 6.92% | 8.74% | 22.43% | 1.93% | 4.00% |
|  |  |  |  |  |  |  |  |  |  |
| SyntaxNP-Hard | 27.55% | 5.43% | 6.65% | 24.67% | 7.71% | 5.85% | 19.35% | 1.13% | 3.48% |
| SyntaxNP-Soft | 37.63% | 9.98% | 11.74% | 32.30% | 10.03% | 8.17% | 22.05% | 2.11% | 3.50% |
|  |  |  |  |  |  |  |  |  |  |
| Cluster-NP-Soft | 34.17% | 10.27% | 10.55% | 33.42% | 9.51% | 9.99% | 18.63% | 1.81% | 4.09% |

### Observations:

* Clustering based method gets higher R2 scores for POI and MP compared to NP-Soft. It also leads to higher R-SU4 scores (the best model for MP).

## TODO

* Syntax-based Cluster NP
* Try other similarity metrics

## Paper I read

Wang, Lu, et al. "A Sentence Compression Based Framework to Query-Focused Multi-Document Summarization." *ACL (1)*. 2013.

Khoury, Richard. "Sentence Clustering Using Parts-of-Speech." *International Journal of Information Engineering and Electronic Business (IJIEEB)* 4.1 (2012): 1.

Check out the annotation with mendeley by clicking the following link.

<http://www.mendeley.com/share/document/invite/7495b1db2a/?utm_medium=email&utm_source=transactional&utm_campaign=share%2Finvitation-document>

Reference:

[1] Lin, Dekang, and Xiaoyun Wu. "Phrase clustering for discriminative learning."*Proceedings of the Joint Conference of the 47th Annual Meeting of the ACL and the 4th International Joint Conference on Natural Language Processing of the AFNLP: Volume 2-Volume 2*. Association for Computational Linguistics, 2009. [http://nb.mit.edu/f/15283]

[2] Pei-ying, Zhang, and Li Cun-he. "Automatic text summarization based on sentences clustering and extraction." *Computer Science and Information Technology, 2009. ICCSIT 2009. 2nd IEEE International Conference on*. IEEE, 2009.

[3] Wan, Xiaojun, and Jianwu Yang. "Multi-document summarization using cluster-based link analysis." *Proceedings of the 31st annual international ACM SIGIR conference on Research and development in information retrieval*. ACM, 2008.